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Algorithms are pervasive in our daily lives. The rapid development and continued evolution of Arti-

ficial Intelligence (AI) technology have in turn propelled the use of even more sophisticated algo-

rithms, many of which have improved market outcomes. However, the complexity of AI-powered 

algorithms poses new challenges to antitrust authorities in identifying potentially anticompetitive 

conduct. This article provides a closer look at the implications of the use of AI-powered algorithms 

on consumers and competition, and where antitrust economics may play a role, focusing on three 

broad areas: (1) pricing algorithms; (2) recommendation algorithms; and (3) algorithms for firm 

decision making. 

• First, the increasing use of AI-powered algorithms to price goods and services creates mar-

ket efficiencies but, in some circumstances, may appear to lead to higher prices or may 

invoke privacy or equity concerns. Economic analysis can help explain pricing behaviors 

and identify when in fact there is cause for concern. 

• Second, AI-powered algorithms enable firms to provide increasingly informed and effec-

tive recommendations to consumers searching for products or services. Sometimes these 

firms also supply products that compete with the products their algorithms recommend. In 

those instances, antitrust authorities have suggested that these firms may be incentivized to 

provide preferential treatment for their own products and services in a way that may harm 

competition or consumers. This is frequently referred to as “self-preferencing.” Whether the 

incentive or potential for harm exists, however, is an empirical and fact-specific question.

• Finally, AI-powered algorithms are playing a larger role in automating firm decision making, 

including in decisions related to hiring, medical care, housing, and educational opportuni-

ties. Whether and when algorithmic bias causing discrimination becomes an antitrust issue 

is another area of active research and exploration.

Pricing Algorithms
Algorithmic pricing software provides firms with the ability to change prices in real time by 

assessing factors such as changes in market conditions, business cycles, inventories, capacity 
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constraints, input prices, and rivals’ prices.1 Rather than just implementing a series of instructions 

(e.g., “match lowest price”), AI-powered pricing algorithms may also learn to make their own deci-

sions and adjust to new information.2 This may generate considerable efficiencies for markets, 

competition, and even labor: because algorithms can easily process large amounts of data and 

rapidly adjust prices across products and geographies, they may set prices that better balance 

supply and demand, reduce waste, and improve overall welfare in a less resource-, time-, and 

labor-intensive way.3 The potential of AI-powered pricing algorithms may be seen in the effective-

ness of dynamic pricing, a pricing strategy whereby firms use (potentially AI-powered) algorithms 

to automatically update prices in response to changes in market conditions. For example, one 

study found a restaurant chain’s use of dynamic pricing allowed it to smooth out demand and 

serve more customers over the course of the day, which ultimately lowered costs and increased 

output and revenues.4 Another study found that the dynamic pricing of airline tickets increased 

overall welfare compared to uniform pricing by ensuring business travelers were able to get seats 

while also expanding low fare offerings to leisure travelers.5 

Notwithstanding these observed efficiencies, the use of sophisticated pricing algorithms has 

led commentators to voice two primary concerns: (i) that price fixing and collusion—particularly 

tacit collusion—may be more prone to occur and more difficult to detect; and (ii) that firms may use 

these algorithms to price discriminate in ways that may be considered inequitable and invasive.

Price Fixing and Col lusion.  Economic theory suggests that the use of pricing algorithms 

may lead to supracompetitive pricing across firms without an explicit agreement and even without 

human input or knowledge (i.e., that pricing algorithms may facilitate “tacit” collusion).6 Following 

this literature, antitrust authorities have raised concerns that:7

• The use of the same third-party pricing algorithm tool by horizontal rivals may facilitate “hub 

and spoke” arrangements where, under certain conditions, the third-party pricing algorithm 

1 See, e.g., Stephanie Assad et al., Algorithmic Pricing And Competition: Empirical Evidence From The German Retail Gasoline Market, J. POL. 

ECON. (forthcoming), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3682021; Le Chen, Alan Mislove, & Christo Wilson, An Empirical 

Analysis of Algorithmic Pricing on Amazon Marketplace, Proceedings of the 25th International Conference on World Wide Web, Montreal: 

InternatIonal World WIde Web ConferenCes steerIng CoMMIttee, 1339–1349 (2016); Jack Nicas, Now Prices Can Change From Minute to Minute, 

WALL ST. J. (Dec. 14, 2015), https://www.wsj.com/articles/now-prices-can-change-from-minute-to-minute-1450057990.
2 Emilio Calvano et al., Artificial Intelligence, Algorithmic Pricing, and Collusion, 110 aM. eCon. rev. 3267, 3267 (2020); Marco Bertini & 

Oded Koenigsberg, The Pitfalls of Pricing Algorithms, Harv. bus. rev., (Sept.–Oct. 2021), https://hbr.org/2021/09/the-pitfalls-of-pricing-al-

gorithms; UK CoMpetItIon and Markets autHorIty, prICIng algorItHMs [hereinafter UK CMA Pricing Algorithms Report], at 9–16 (June 2018); 

organIzatIon for eConoMIC Co-operatIon and developMent, algorItHMs and CollusIon: CoMpetItIon polICy In tHe dIgItal age [hereinafter OECD 

Algorithms and Collusion Report], at 8–11 (2017) https://www.oecd.org/daf/competition/Algorithms-and-colllusion-competition-poli-

cy-in-the-digital-age.pdf; Stephanie Assad et al., Autonomous Algorithmic Collusion: Economic Research and Policy Implications, 37 

OXFORD REVIEW OF ECONOMIC POLICY 459, 459–60 (2021).
3 UK CMA Pricing Algorithms Report at 20; OECD Algorithms and Collusion Report, at 16; U.S. Dep’t of Just., Algorithms and Collusion— 

A Note by the United States (June 2017), https://www.justice.gov/atr/case-document/file/979231/download.
4 Alexander Mackay, Dennis Svartbäck & Anders G. Ekholm, Dynamic Pricing, Intertemporal Spillovers, and Efficiency (Dec. 14, 2023), 

https://ssrn.com/abstract=4164271.
5 Kevin R. Williams, The Welfare Effects of Dynamic Pricing: Evidence from Airline Markets, 90 ECONOMETRICA 831, 834 (2022).
6 Emilio Calvano et al., Algorithmic Pricing: What Implications for Competition Policy?, 55 REV. INDUS. ORG. 155 (2019); Joseph E. Har-

rington, Developing Competition Law for Collusion by Autonomous Artificial Agents, 14 J. COMPETITION L. & ECON. 331 (2018).
7 Algorithms and Collusion—Note by the United States, DOJ File No. DAF/COMP/WD(2017)41, ¶¶ 16–17 (May 26, 2017), https://www.

justice.gov/atr/case-document/file/979231/download; Terrell McSweeny & Brian O’Dea, The Implications of Algorithmic Pricing for Coor-

dinated Effects Analysis and Price Discrimination Markets in Antitrust Enforcement, 32 antItrust 75, 76 (Fall 2017).
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(the “hub”) may be in a position to enable competitors (the “spokes”) to coordinate pricing; 

and 

• The use of different pricing algorithms by horizontal rivals may also lead to scenarios where 

firms jointly increase prices. In theory, in some of these scenarios, the algorithms may have 

autonomously learned to collude. 

The first concern has been raised in a number of recent complaints related to hotel room prices 

and apartment rental rates, including Gibson v. MGM Resorts International, Fabel v. Boardwalk 

1000, and In re RealPage, Rental Software Antitrust Litigation.8 We devote the following discussion 

to the second concern, referred to below simply as “algorithm-facilitated tacit collusion.”

While algorithm-facilitated tacit collusion can occur in a number of scenarios, whether it is more 

or less likely to occur will depend on a number of factors, including the characteristics of the indus-

try and pricing algorithm. The academic literature has studied the likelihood that pricing algorithms 

learn to collude or set supracompetitive prices: the evidence thus far is inconclusive (in large part 

because the availability of empirical evidence is limited), but the question is a subject of contin-

ued analysis and discussion. Most of the existing research assessing the risk that independent 

AI-powered pricing algorithms will autonomously learn to collude relies on simulations in which 

simple pricing algorithms interact in controlled, synthetic environments.9 A few key themes have 

emerged from this research.

First, economic theory predicts that collusion (whether tacit or explicit) becomes harder to sus-

tain as the number of competitors increases. It is unlikely (though not impossible) that the use of 

pricing algorithms would change this calculus, especially in unconcentrated markets, in markets 

with entry over time, or in markets with low barriers to entry.10 There may be many different ways 

for firms to set supracompetitive and profitable prices, and different firms may benefit to different 

degrees. Thus, algorithms may need to be specifically programmed to coordinate and settle on 

the same collusive outcome, which would become harder to sustain as the number of competitors 

increases.

Second, pricing algorithms may help firms more accurately predict periods of high demand 

where firms can profitably (and independently) set higher prices. In such periods, a cartel might 

want to set even higher (supracompetitive) prices. Paradoxically, however, in such periods, incen-

tives to deviate from a collusive price are highest: the profits from deviation during this higher 

demand period would exceed losses incurred from punishments for deviation, because those 

punishments would end up occurring in lower demand periods. This could serve to limit a cartel’s 

ability (and thus the incentive of pricing algorithms that have learned to collude) to set supracom-

petitive prices in the first place.11 

Third, a developer of a commercial pricing algorithm may have an incentive to design an algo-

rithm that avoids collusive pricing. After all, a new firm that is considering whether to adopt a 

8 First Amended Class Action Complaint, Gibson et al. v. MGM Resorts Int’l et al., Case No. 2:23-cv-00140-MMD-DJA (D. Nev. Nov. 27, 

2023); Class Action Complaint, Fabel v. Boardwalk 1000, LLC et al., Case No. 1:23-cv-06576 (D.N.J. Aug. 21, 2023); U.S. Dep’t of Just., 

Memorandum of Law in Support of the Statement of Interest of the United States, In re RealPage, Inc., Rental Software Antitrust Litigation 

(No. II), Case No. 3:23-MD-3071, 20–21 (M.D. Tenn. Nov. 15, 2023), https://www.justice.gov/d9/2023-11/418053a.pdf.
9 Calvano et al. at 3268. See also Timo Klein, Autonomous Algorithmic Collusion: Q-Learning Under Sequential Pricing, 52 RAND J. OF 

ECON. 538 (2021); Winston Wei Dou, Itay Goldstein & Yan Ji, AI-Powered Trading, Algorithmic Collusion, and Price Efficiency (Oct. 16, 

2023), https://ssrn.com/abstract=4452704.
10 Calvano et al. at 2368, 3288.
11 Jeanine Miklós-Thal & Catherine Tucker, Collusion By Algorithm: Does Better Demand Prediction Facilitate Coordination Between Sellers?, 

65 MGMT. SCI. 1552 (2019).
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pricing algorithm that sets supracompetitive prices may find it more profitable to undercut the 

prevailing price rather than to adopt the algorithm.12

Fourth, even where pricing algorithms may learn to collude, they must undergo a learning pro-

cess, which may be slow (on the order of hundreds of thousands of price-setting periods), as 

algorithms must learn from each price change based on how the marketplace reacts and calibrate 

and re-calibrate accordingly.13

Still, to the extent that antitrust authorities elect to bring enforcement actions related to algorithm- 

facilitated tacit collusion, it is critical that they are prepared to (i) accurately identify circumstances 

in which pricing algorithms result in firms jointly increasing prices; and (ii) explain how those cir-

cumstances fit within antitrust law. 

The traditional tools used to assess suspected collusive arrangements, such as the review of 

evidence of communications and the assessment of the price effects of such communication, may 

not be effective as the use of pricing algorithms may result in firms jointly increasing prices without 

explicit instructions or an explicit agreement. In the United States, firms obtaining supracompeti-

tive prices in the absence of explicit agreement (i.e., tacit collusion) are not necessarily in violation 

of antitrust law.14

Connecting what looks like supracompetitive pricing to alleged algorithm-facilitated tacit collu-

sion could be complicated due to challenges in distinguishing the effects of (tacit) collusion from 

legitimate business decisions. For example, the adoption of pricing algorithms may lead to higher 

prices on average simply because the algorithms may reduce the incidence of human error and 

biases or may unilaterally determine that higher prices would lead to higher profits for a given set 

of market conditions.15 

The DOJ, however, appears to have recently taken the stance that use of a shared pricing algo-

rithm may, under certain conditions, constitute a price fixing scheme because it joins “competing 

[firms] together in the pricing process…. It makes no difference that the confidential pricing infor-

mation was shared through an algorithm rather than through ‘a guy named Bob.’”16 There have not, 

on the other hand, been similar statements on firms’ use of different pricing algorithms.

While auditing algorithms may be one possible solution to identify instances where algorithms 

are suspected of facilitating joint price increases, audits may not always yield meaningful insights 

because the rules of the algorithm or intent of the programmers may not be decipherable.17 Some 

algorithms, for example, rely on “deep learning technology,”18 which, while very powerful, does 

not provide programmers with visibility into the decision-making process that leads to a particular 

outcome. Even the employees instructing and monitoring an autonomous algorithm may not know 

the details underlying specific decisions undertaken by the algorithm. 

12 Joseph E. Harrington, Jr., The Effect of Outsourcing Pricing Algorithms on Market Competition, 68 MgMt. sCI. 6889, 6898.
13 Calvano et al. at 3269.
14 In re Text Messaging Antitrust Litigation, 782 F.3d 867, 879 (7th Cir. 2015) (“Tacit collusion, also known as conscious parallelism, does 

not violate section 1 of the Sherman Act. Collusion is illegal only when based on agreement.”).
15 Sophie Calder-Wang & Gi Heung Kim, Coordinated vs Efficient Prices: The Impact of Algorithmic Pricing on Multifamily Rental Markets 

(Jul. 24, 2023), https://ssrn.com/abstract=4403058.
16 U.S. Dep’t of Just., Memorandum of Law in Support of the Statement of Interest of the United States, In Re RealPage, 3:23-MD-3071 at 

20–21.
17 Maurice E. Stucke & Ariel Ezrachi, Two Artificial Neural Networks Meet in an Online Hub and Change the Future (Of Competition, Market 

Dynamics and Society) 1–53, 38 (UTK L. Fac. Publ’ns, Working Paper No. 323, 2017), https://ssrn.com/abstract=2949434.
18 OECD Algorithms and Collusion Report at 11; Yann LeCun, Yoshua Bengio & Geoffrey Hinton, Deep Learning, 521 nature 436, 436.
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As more and more firms turn to AI-powered pricing algorithms in a given industry, antitrust 

authorities will be faced with the further challenge of establishing a competitive benchmark against 

which to assess harm to consumers.19 Identifying the correct—or even the likely—but-for world 

may become increasingly difficult as pricing technology improves: this is an area where careful 

economic analysis continues to be necessary.

Price Discr iminat ion.  The second concern raised by commentators related to the use of 

sophisticated pricing algorithms focuses on firms’ potentially enhanced abilities to price discrimi-

nate. Price discrimination is an economics term used to describe the practice of charging different 

prices for the same product or service to different customers or customer segments. For example, 

a firm may provide discounts to customers who buy in bulk (a common example of “second- 

degree price discrimination”) or specifically to students or loyalty program members (a common 

example of “third-degree price discrimination”). 

Most of the open questions around algorithms and price discrimination, however, center around 

the concept of “first degree price discrimination” (also known as “personalized pricing”), where a 

firm may charge different prices to individual consumers based on their individualized preferences 

and their varying willingness-to-pay. This means that, compared to an environment with a “one size 

fits all” price, consumers who value a product may end up paying more and others may end up 

paying less. 

Algorithms that are created to develop extensive price menus based on consumers’ individual-

ized preferences, purchasing histories, and backgrounds may facilitate this type of price discrimi-

nation. Despite the fact that perfect price discrimination is Pareto efficient,20 and despite common, 

well-accepted examples of first-degree price discrimination (e.g., airplane seat upgrades, the 

homebuyer market, ride-sharing services), such price discrimination has raised equity and privacy 

concerns, in part because the welfare effects of price discrimination may be context-specific.21 

Even though such price discrimination increases total welfare, market structure and industry char-

acteristics can affect the way in which the social surplus is allocated between consumers and firms 

in equilibrium.22 The privacy concerns that may arise are similar to those discussed in the context 

of targeted advertising, where consumer groups have expressed the desire to want to control the 

type and amount of data available to advertisers in generating targeted or personalized ads.23 

For now, it is not clear that there is a need for antitrust enforcers to directly address personalized 

pricing in the context of competition law. Still, antitrust intervention could be necessary if economic 

analysis shows that personalized pricing has had a negative and persistent effect on consumers. 

The Robinson-Patman Act has been one of the ways through which the United States has tried to 

19 OECD Algorithms and Collusion Report at 54; McSweeny & O’Dea at 76.
20 Pareto efficiency implies that resources are allocated in an economically efficient manner (no deadweight loss): no agent can be made 

better off without making another agent worse off. Hal r. varIan, Chapter 10 Price Discrimination, in 1 Handbook of IndustrIal organIzatIon 

594, 594–654 at 602 (Richard Schmalensee & Robert Willig eds., 1989). 
21 Council of Economic Advisers, Big Data and Differential Pricing, (Feb. 2015), https://obamawhitehouse.archives.gov/sites/default/files/

whitehouse_files/docs/Big_Data_Report_Nonembargo_v2.pdf; Thierry Rayna, John Darlington, & Ludmila Striukova, Pricing music using 

personal data: mutually advantageous first-degree price discrimination, 25 eleCtronIC Markets 139 (2015); Andrew Rhodes & Jidong Zhou, 

Personalized pricing and competition (May 7, 2022), https://ssrn.com/abstract=4103763; Jennifer Valentino-DeVries, Jeremy Singer-Vine, 

and Ashkan Soltani, Websites Vary Prices, Deals Based on Users’ Information, Wall st. J. (December 24, 2012), https://www.wsj.com/

articles/SB10001424127887323777204578189391813881534.
22 Rhodes & Zhou.
23 James Bateman, Are You Ready To Give Consumers Control Over Their Data?, forbes (July 14, 2021), https://www.forbes.com/sites/

forbestechcouncil/2021/07/14/are-you-ready-to-give-consumers-control-over-their-data/.
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address potential harms from price discrimination in certain circumstances.24 Though it has been 

sparsely used since the 1980s,25 President Biden and FTC commissioners have recently signaled 

a strong interest in reviving the use of the Robinson-Patman Act,26 albeit ostensibly not due to con-

cerns about the effect of AI-powered algorithms on firms’ abilities to personalize pricing.27 

Recommendation Algorithms
Firms that are able to collect data on their customers may use this data to provide recommenda-

tions for both new and returning customers. This may occur in a variety of areas and industries, 

ranging from music and video recommendations, to search engines and online retail, to financial 

services, social media, and even online dating. Firms have recognized that providing recommen-

dations benefits consumers, as this can reduce search costs and facilitate product discovery.28 

AI-powered recommendation algorithms may improve a firm’s ability to provide relevant, effi-

cient recommendations. For instance, Netflix’s current recommendation system employs machine 

learning and deep learning technologies in determining which movies or TV shows appear on a 

user’s home page. Consequent improvements over time in the relevance of Netflix’s recommenda-

tions resulted in increased member retention.29 AI-powered algorithms may also be able to more 

flexibly and quickly update results in response to new data such as changes to product character-

istics (e.g., prices, reviews, availability), further improving a firm’s recommendations.

Antitrust practitioners have recently become more interested in these recommendation algo-

rithms in contexts where the firm offering the recommendation service also offers some of the 

recommended products. Firms often play such dual roles. (This has been historically true as well, 

including outside of the digital context.)30 For example, several video streaming services produce 

their own content and will recommend it alongside third-party content; consumers searching for 

products using an online retailer’s website may see results for private label products that are 

24 Fed. Trade Comm’n, Price Discrimination: Robinson-Patman Violations, https://www.ftc.gov/advice-guidance/competition-guidance/

guide-antitrust-laws/price-discrimination-robinson-patman-violations. The FTC has also stated it would use Section 5 of the FTC Act to 

address price discrimination when it “violates the spirit of the antitrust laws.” Policy Statement Regarding the Scope of Unfair Methods 

of Competition Under Section 5 of the Federal Trade Commission Act, FTC File No. P221202 (November 10, 2022), https://www.ftc.gov/

system/files/ftc_gov/pdf/p221202sec5enforcementpolicystatement_002.pdf.
25 Robinson-Patman Act and What it Means for Today, tHoMson reuters (July 27, 2022), https://legal.thomsonreuters.com/blog/

robinson-patman-act-and-what-it-means-for-today/.
26 Exec. Order No. 14036, 86 F.R. 36987 (July 9, 2021), at Section 5.i.iv.
27 For example, in June 2022, the FTC suggested the Robinson-Patman Act could be used to take enforcement action against illegal rebates paid 

by drug manufacturers to pharmacy benefit managers, and in September 2022, Commissioner Alvaro Bedoya explained that the Act could 

be used to level the playing field between small and large businesses. Policy Statement of the Federal Trade Commission on Rebates and 

Fees in Exchange for Excluding Lower Cost Drug Products, FTC File No. P221201 (June 16, 2022), https://www.ftc.gov/legal-library/browse/

policy-statement-federal-trade-commission-rebates-fees-exchange-excluding-lower-cost-drug-products; Alvaro M. Bedoya, “Returning to 

Fairness,” Prepared Remarks Before the Midwest Forum on Fair Markets (September 22, 2021), https://www.ftc.gov/system/files/ftc_gov/

pdf/returning_to_fairness_prepared_remarks_commissioner_alvaro_bedoya.pdf; Josh Sisco, The FTC’s Newest Commissioner Speaks, 

POLITICO (December 30, 2022), https://www.politico.com/news/2022/12/30/ftc-commissioner-alvaro-bedoya-interview-00075146.
28 Oliver Hinz & Jochen Eckert, The Impact of Search and Recommendation Systems on Sales in Electronic Commerce, bus. & Info. sys. 

engIneerIng 67, 67–68 (2010).
29 Carlos A. Gomez-Uribe & Neil Hunt, The Netflix Recommender System: Algorithms, Business Value, and Innovation, 6 aCM transaCtIons on 

MgMt. Info. sys. 1, at 1–2 (2015); Herald Steck et al., Deep Learning for Recommender Systems: A Netflix Case Study, AI MAG., at 7 (2021).
30 Avigail Kifer & Jeffrey T. Prince, Conflicts of Interest and Platforms (Sept. 18, 2023), https://papers.ssrn.com/sol3/papers.

cfm?abstract_id=4575050.
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produced by that retailer; and app stores may recommend apps that were developed by third 

parties alongside those developed by the app store operator. 

Some in the antitrust community have suggested that these firms may have the incentive to 

“self-preference,” or recommend their own products at the expense of competing, third-party 

products. The concern is that through self-preferencing, such firms may be able to use their algo-

rithms to avoid competition on the merits, to foreclose downstream competitors, and generally to 

mislead consumers.31 These concerns have given rise to allegations in matters such as 

Rumble, Inc. v. Google LLC et al32 and have been featured prominently in discussions about 

large technology companies in general.

Not surprisingly, lawmakers and regulatory bodies have enacted, and tried to enact, legislation 

to prevent self-preferencing conduct. For example, the EU Digital Markets Act (DMA) states that 

“the gatekeeper [defined in the DMA as a digital platform that meets minimum thresholds for reve-

nues, monthly active end users, and yearly active business users] shall not treat more favourably, 

in ranking and related indexing and crawling, services and products offered by the gatekeeper 

itself than similar services or products of a third party.”33 The U.S. Congress has been considering 

the American Innovation and Choice Online Act, which addresses self-preferencing by larger firms 

and is focused on preventing self-preferencing that results in “material” harm to competition.34 The 

U.S. 2023 Merger Guidelines also suggest that the U.S. antitrust enforcement agencies would 

carefully assess whether a merger between a “platform operator” and “platform participant” would 

incentivize self-preferencing that would harm competition.35

However, instances where a firm appears to recommend its own products first may not be 

instances of self-preferencing. Perhaps those products are, truly, more relevant for consumers: 

better designed, higher quality, lower price, or otherwise a better fit for a given search query. For 

example, a recent academic study analyzing Amazon’s recommendation algorithm finds that while 

this algorithm may sometimes appear to favor Amazon’s own products, the algorithm’s ranking 

instead reflects consumer preferences for these products and increases consumer surplus by $9 

per product per month.36 

Furthermore, there is debate about whether incentives to self-preference exist in the first place. 

For example, in self-preferencing inferior products, a platform (an intermediary that connects two 

or more sides of a marketplace) may adversely affect the prices, quality, or variety of other prod-

ucts on the platform, which could drive consumers away. This could reduce the platform’s ability to 

compete against other platforms, and may encourage entry by new platforms with better offerings. 

Indirect network effects could lead to a negative feedback loop in which a gradual departure of 

31 See, e.g., concerns raised in the Google Shopping matter by the European Commission; Amir Efrati, Rivals Say Google Plays Favor-

ites, Wall st. J., Dec. 12, 2010, https://www.wsj.com/articles/SB10001424052748704058704576015630188568972; Aaron Sankin, Bill 

Seeking to Outlaw Self-Preferencing by Amazon, Google Clears Hurdle in Senate, tHe Markup, Jan. 21, 2022, https://themarkup.org/

amazons-advantage/2022/01/21/bill-seeking-to-outlaw-self-preferencing-by-amazon-google-clears-hurdle-in-senate.
32 Compl., Rumble, Inc. v. Google LLC et al., Case No. 4:2021cv00229 (N.D. Cal. 2021), ¶ 2. 
33 Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on Contestable and Fair Markets in the 

Digital Sector and Amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital Markets Act), 2022 O.J. (L 265) 35, https://eur-lex.

europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R1925.
34 American Innovation and Choice Online Act, S. 2992, 117th Cong. §3(a), at 7 (2021). See also Open App Markets Act, S. 2710, 117th Cong. 

§3(e), at 4–5 (2021). 
35 U.S. Dep’t of Justice & Fed. Trade Comm’n, Merger Guidelines (2023), https://www.justice.gov/atr/2023-merger-guidelines.
36 Kwok Hao Lee & Leon Musolff, Entry Into Two-Sided Markets Shaped By Platform-Guided Search (Sept. 25, 2023) (unpublished manu-

script), https://lmusolff.github.io/papers/Entry_and_Platform_Guided_Search.pdf.
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participants from one side of the platform induces participants on the other side of the platform to 

leave, and so on.37

Identifying and detecting true instances of self-preferencing is complex and costly. Without 

access to the inner workings of an algorithm, competition authorities and plaintiffs may not be able 

to definitively determine anticompetitive intent. As the AI underlying these algorithms improves, it 

will be even more difficult for antitrust authorities to detect true self-preferencing behavior. This will 

serve to enhance the importance of the role that economic analysis plays in evaluating whether 

self-preferencing (i) occurred; (ii) foreclosed competition; and (iii) (even in the absence of foreclo-

sure) resulted in harm to consumers.

A number of suggestions have been proposed to assess whether a given recommendation 

algorithm is providing manipulated results (i.e., whether the metrics the algorithm uses to rank 

products incidentally or purposely favor a given firm), with various strengths and weaknesses.38 

For example, some commentators have suggested identifying comparator algorithms that serve 

the same purpose but that are not suspected of self-preferencing, and comparing results from 

those algorithms with the one at issue (e.g., comparing search results between search engines).39 

However, doing so would require the researcher to find a comparator algorithm that unarguably pro-

vides recommendations that are relevant to a consumer’s search query. Yet, discerning consumer 

intent behind each search query is a complex question;40 in fact, recommendation algorithms com-

pete by innovating and continuously trying to improve their ability to do just that. Similarly, different 

algorithms may be trained on or updated with different data, depending on the types of users that 

use them. As a result, relying solely on comparisons between algorithms’ recommendations could 

be misleading. 

Commentators have also suggested that self-preferencing can be identified by comparing 

search query results that appeared before and after the alleged initiation of self-preferencing 

conduct.41 However, such analyses could be subject to a number of confounding factors, which 

would be increasingly difficult to identify as the algorithms increase in complexity. Among other 

challenges, these analyses would need to distinguish between adjustments to an algorithm that 

allowed a new product to be ranked (a new product might otherwise not have been ranked given 

a lack of historical data on sales and consumer preferences), adjustments that reduced frictions 

for consumers (this could include, for example, allowing consumers to quickly and easily access 

the suite of Google services from the Google search page), and adjustments meant to foreclose 

competitors.

Decision-Making Algorithms
In many ways, decision-making algorithms provide the same type of service to firms that rec-

ommendation algorithms provide to consumers: they provide options to allow an agent to meet 

specific goals more quickly. In instances where the sheer volume and constant influx of data make 

decision-making a daunting, resource-intensive task, AI-powered algorithms can sort through, 

37 David S. Evans & Richard Schmalensee, Failure to Launch: Critical Mass in Platform Businesses, 9 revIeW of netWork eConoMICs 4, 1–26 

(2010).
38 See, e.g., Benjamin Edelman, Bias in Search Results?: Diagnosis and Response, 7 IndIan J. of l. & teCH. 16 at 22-24 (2011).
39 Id.
40 Anindya Ghose & Avigail Kifer, Search Engine Advertising, Trademark Bidding, and Consumer Intent, CHAPTER 8 in tHe CaMbrIdge Handbook 

of MarketIng and tHe laW 185 (Jacob E. Gersen & Joel H. Steckel eds., 2023).
41 Edelman supra note 38.
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organize, process, and interpret data in ways that may provide tremendous efficiencies for firms. 

For example, firms may want to rely on AI-powered algorithms to automate, streamline, and sim-

plify hiring decisions by predicting which candidates may perform well in a given job. Medical pro-

viders may want such algorithms to reduce diagnostic errors, proactively manage patient health, 

and sort through patient medical histories, medical statistics, and information about medical 

advances to provide diagnoses or recommend treatment decisions. Banks may use algorithms to 

quickly process data, update for new information, and then generate decisions on loan applicant 

creditworthiness. 

A key concern voiced in relation to these types of algorithms focuses on their potential to exac-

erbate societal inequities. This has been found to happen in at least three well-studied ways, even 

when the algorithm developers or users have no intention of creating or perpetuating bias. 

First, if the data that the algorithm is trained on reflect patterns of bias, the algorithm’s recom-

mendations may also reflect patterns of bias. For example, predictive policing algorithms may 

be susceptible to bias when they are trained on arrest data that is the result of discriminatory 

 practices.42 As another example, an AI-powered algorithm meant to identify and rank candidates 

for traditionally male-dominated roles that is trained on data reflecting predominantly male hires 

may show patterns of prejudice against female applicants. Matters such as United States v. Meta 

Platforms, Inc. (related to the delivery of housing advertisements)43 and Louis et al. v. Saferent 

Solutions, LLC et al. (related to the screening of potential renters)44 raised similar questions.

Second, even if the data the algorithm is trained on do not reflect patterns of bias, if they are 

not representative or otherwise incomplete, the algorithm may still make biased recommendations. 

This issue predates algorithms but could be particularly problematic in the AI context given the 

speed with which the technology is evolving.45 

Third, the design of the algorithm itself may inadvertently perpetuate bias. For example, an algo-

rithm may be set up to predict patient health needs by predicting future healthcare costs. But, as a 

2019 academic study demonstrated, because of systemic issues that caused unequal access to 

care, minority patients have historically spent less on healthcare compared to white patients. This 

led to algorithmic predictions that minority patients were “healthier” than white patients who were, 

in fact, equally sick.46 

However, it would not be reasonable to believe that all instances where a group appeared to 

receive favorable treatment reflected actual or intentional algorithmic bias. Such claims need to 

be assessed carefully, through empirical economic analysis. While such concerns have tradition-

ally been investigated by agencies tasked with protecting consumers and ensuring equity, the 

antitrust community has recently become increasingly concerned with racial and ethnic bias. In a 

2020 speech, then-acting FTC Chair Rebecca Slaughter proposed that antitrust statues could be 

42 Kristian Lum & William Isaac, To Predict and Serve?, 13 SIGNIFICANCE, 14, 15–16 (2016), https://doi.org/10.1111/j.1740-9713.2016.00960.x.
43 Complaint, United States v. Meta Platforms, Inc., Case 1:22-cv-05187-JGK, (S.D.N.Y. June 21, 2022).
44 Statement of Interest of the United States, Louis et al. v. Saferent Solutions, LLC et al., Case No. 22cv10800-AK (D. Mass. January 9, 

2023), https://www.justice.gov/d9/2023-01/u.s._statement_of_interest_-_louis_et_al_v._saferent_et_al.pdf.
45 For example, clinical trials predominantly used to study white men and extrapolate results to the rest of the population. In a number of 

important examples, such extrapolations proved to be ineffective or even harmful. See Diversity and Inclusion in Clinical Trials, Nat’l Insti-

tute on Minority Health and Health Disparities (April 24, 2023), https://www.nimhd.nih.gov/resources/understanding-health-disparities/

diversity-and-inclusion-in-clinical-trials.html. 
46 Ziad Obermeyer, Brian Powers, Christine Vogeli & Sendhil Mullainathan, Dissecting racial bias in an algorithm used to manage the health 

of populations, 366 sCIenCe 447, 447–453 (2019).
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“deployed in the fight against racism” and suggested “focus[ing] on markets and anticompetitive 

practices where harm disproportionately falls on people of color.”47 Following this suggestion may 

entail prioritizing antitrust enforcement in some markets over others.

Conclusion
As more and more industries incorporate and embrace AI technologies, the competition land-

scape will continue to change rapidly, as will thinking about how best to protect competition. In the 

United States, for example, the DOJ and FTC have been focused on expanding their capabilities 

and developing their understanding of digital and AI-driven businesses, with a particular focus on 

generative AI.48 In 2023, the DOJ also reported having hired technology experts, economists with 

computer science and machine learning expertise, and other data scientists.49 Antitrust enforcers 

will need to continue developing the appropriate technological tools to identify potentially anti-

competitive behavior while ensuring that concerns stemming from the novelty and complexity of 

AI-powered algorithms do not forestall our ability to benefit from them. ●

47 Rebecca Kelly Slaughter, Commissioner, Fed. Trade Comm’n, Antitrust at a Precipice, Remarks of Commissioner Rebecca Kelly Slaughter 

at GCR Interactive: Women in Antitrust (Nov. 17, 2020), https://www.ftc.gov/system/files/documents/public_statements/1583714/slaugh-

ter_remarks_at_gcr_interactive_women_in_antitrust.pdf.
48 Staff in the Bureau of Competition & Office of Technology, Generative AI Raises Competition Concerns, FTC (June 29, 2023), https://www.

ftc.gov/policy/advocacy-research/tech-at-ftc/2023/06/generative-ai-raises-competition-concerns.
49 Brian Fung, DOJ will hire more data experts to scrutinize digital monopolies, antitrust chief says, CNN busIness (Mar. 6, 2023), https://

edition.cnn.com/2023/03/06/tech/doj-data-experts/index.html.
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